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SCCS Network Management and Engineering Group. 
This group of 3.5 people is responsible for the design, upgrading, implementation, management and trouble shooting of all computer networks (including both the core, and end point access) at SLAC. The areas of responsibility include: off-site connectivity via Stanford and ESnet, wireless and wired networking, all enclaves including the visitor subnet, the BSD enclave, MCC and accelerator controls etc. It provides network services such as dynamic host configuration (DHCP), time services, security scan follow up, virtual private network support and wireless network surveys and security. It also provides monitoring (measurement, analysis, visualization) of the network performance and behavior, and router/switch/access point configuration management. We manage about 12 core routers,  the routing functions of 10 firewalls, 200 switches and about 120 access points and there are about 17,000 end host ports. The group also coordinates with other computing support groups, including ESnet and Stanford and locally with the desktop, systems groups on trouble shooting and user support. It also coordinates closely with BaBar, GLAST, MCC/LCLS groups.
SCCS Internet End-to-end Performance Monitoring (IEPM)
This group of 2.5 people plus visiting graduate students develops and provides Internet monitoring. There are two major thrusts: 
· PingER project: internet monitoring to quantify the Digital Divide. This is heavily driven by the needs of the International Committee on Future Accelerators (ICFA) and its Standing Committee on Interregional connectivity (SCIC) to assist in setting expectation and engaging scientists in developing countries to participate actively in High Energy Physics. We are also looking at its application to Synchrotron Light experiments. The PingER project was initially funded by the DoE, under a DoE research grant, however since the system is now a sustained production service, DoE no longer regards it as research and does not support directly. The students are mainly funded under a US State Department / Pakistan Higher Education Commission grant.
· The IEPM monitoring for HEP: this was originally based on the SLAC developed IEPM-BW toolkit that was funded by the DoE under various projects. It proved the feasability and merits of high-performance wide area network monitoring such as was used by BaBar and will be used by LHC. Recently it has joined the Internet2, and  GEANT led perfSONAR effort and one of its major goals is to provide monitoring for LHCnet. It is partially funded by Internet2 and the DoE. Its main thrusts today are to LHC and in particular USATLAS.
